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ABSTRACT  

Vision based fire detection has many advantages over traditional methods. In vision 
based fire detection approaches, it is required that systems must have enough robustness 
and be insensitive to environment. We mainly take advantage of mixture Gaussian model 
and frame difference techniques to adaptively extract a background image from image 
sequences captured by ordinary color cameras. These techniques are able to mostly 
eliminate influences of artificial lights, wind and moving objects disturbance. By 
subtracting the background image from the incoming frame, foreground objects which 
are possible fire pixels are thus obtained. After analyzing behavior and spectroscopy of 
fire, color, shape fluctuation and growth rate are used to determine if a possible pixel is 
an actual fire pixel. Experiments show that our algorithm is robust for a stationary 
camera. 

KEYWORDS: vision based fire detection, mixture Gaussian model, background 
subtraction, experimental testing 

INTRODUCTION 

Many existing fire detectors are based on particle sampling, temperature sampling, 
relative humidity sampling and smoke analysis [1]. Those sensors are applied very 
widely due to low cost and simplicity, but those sensors must be installed in the close 
proximity of fire, otherwise they can not detect fire at all. That’s one of major drawbacks 
of traditional fire detection techniques. So those detectors can not be applied in large 
spaces. And detectors often get fouled and disabled by dust or other non-fire particles due 
to direct contiguity with them. Some detectors adopt infrared sensors and that leads to 
high cost for surveillance. To avoid fire disasters and reduce the cost of surveillance 
system, a lot of novel techniques have been proposed to improve the performance of fire 
detection. One of them is vision based fire detection. Vision based fire detection 
approaches not only detect fire far from the detectors, but also provide additional 
information about fire, such as location, size, growth rate, and so on. 

Up to now, however, some issues must be addressed, such as instability, low accuracy 
when there is slightly strong wind or there exists complicated artificial lighting condition. 
To solve these problems, Yamagishi et al [2,3] presented a fire flame detection method 
based on a space-time fluctuation data of the contour of flame region. But the method 
only used color information to segment fire pixels. We must notice that many non-fire 
objects share the same color with fire. Though accurate color parameters can be acquired 
by learning, false segmentation exists inevitably. False segmentation severely influences 
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subsequent decision. Noda et al [4] developed a specified fire detection based on gray 
scale images applied in tunnels. They analyzed the relationship between temperature and 
G/R ratio, and used gray level histogram features to recognize fire. Only using one 
dimensional histogram is not capable of adapting to general fires. Shah et al [5] proposed 
a flame recognition technique based on video. They used Gaussian-smoothed color 
histogram to generate a color lookup table of fire pixel and then took advantage of 
temporal variation of pixels to determine if a pixel is actually a fire one. The approach is 
based on each frame, so it is insensitive to camera motion. But it can not segment fire 
pixels very well when there are objects sharing the same color with fire, and it is not 
capable of locating the position of fire. 

Due to wide application of inexpensive color cameras in military and commercial 
securities [6], we use a stationary color camera to monitor experimental fires. In this 
paper, a background image is estimated by mixture Gaussian model. The background 
image is adaptive to environmental changes. Possible fire pixels are obtained by 
subtracting the background image from the current input frame, instead of directly 
extracting possible fire pixels from each frame. The technique can eliminate disturbances 
of many still objects sharing the same color with fire. And then color, shape fluctuation 
and growth rate features are used to decide if a fire alarm should be given. This paper is 
organized as follows. Firstly, segmentation of foreground pixels using an adaptive 
background model is presented in detail, and then these foreground pixels are further 
examined according to color and temporal features. Secondly, several experiments are 
described and our future work is also outlined. At last, this paper is concluded. 

SEGMENTATION OF POSSIBLE FIRE PIXELS 

Adaptive Background Model 

We consider the values of a particular pixel over time as a stochastic process [7], i.e., a 
time series of scalars for gray values or vectors for color pixel values. At any time, color 
value for each pixel belongs to one of several Gaussian distributions when there is no fire 
or moving objects in the scene monitored by surveillance cameras. Let us to observe 
color values over time at the center of the video in an experimental fire. As shown in 
Fig. 1, color values at the same position marked by a red cross are automatically recorded 
per frame by our developed software. The top row shows four different frames captured 
by a color CCD camera where a red cross represents the location to be tracked over time, 
the middle row illustrates the tracking results of color value in the HSV color space and 
the bottom row gives the tracking results in the RGB color space. The RGB color model 
is widely used in computer monitors but it is nonlinear to our visual perception. The RGB 
tricolor model is based on light emission theory. R, G and B stand for red, green and blue, 
respectively. The HSV color model is subconsciously used by artists. H, S and V denote 
hue, saturation and intensity value, respectively. So it is easy to be understood with 
regard to each component. When there is no fire, pixel values (R, G, B) or (H, S, V) match 
a Gaussian distribution with a low mean value. Once fire is just burning up, pixel value 
changes violently at once and leaps into another Gaussian with a high mean value. That’s 
one of the major statistical differences between fire and non-fire. We just use these 
statistical properties to extract foreground objects. 
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Fig. 1. Tracking color values at the center of the video  

over time in HSV and RGB color spaces.  

If only lighting condition changes over time, a single adaptive Gaussian per pixel would 
be sufficient. When the background becomes complicated, such as sway of tree leaves, 
multiple Gaussians are required. We model the recent history of each pixel, {X1, X2, …, 
Xt}, as a mixture of K Gaussian distributions [8]. The probability of observing the 
incoming pixel value is 
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Where K is the number of distributions, wi,t is the normalized weight of the ith Gaussian 
at time t, µi,t is the mean color value, Σi,t is covariance matrix of the ith Gaussian at time t, 
and η is a Gaussian density function as follows. 
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Where D is the dimension of color values, D often equals 3 for chromatic pixels and 1 for 
gray scale pixels. K is determined by the available memory and computational power, 
currently from 3 to 5. In order to simplify the computation, and the covariance matrix is 
assumed to be diagonal matrix (Eq. 3). 
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For true color videos, we can process video in RGB or HSV color space. So stochastic 
variable vector X is defined as 
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After analyzing the model, another problem is how to specify parameters of the model at 
the beginning. We use the expectation maximization algorithm (EM) to automatically 
learn the parameters, wi,t, µi,t and Σi,t, of the K Gaussian model. Because the EM 
algorithm [9] is computationally extensive, we can do it offline since there is no fire most 
of time and environment often changes slowly. 

Model Matching and Updating 

Before matching, the K distributions are ordered in descending order based on each 
priority value Vp (Eq. 5). And then the algorithm selects the first B distributions that 
account for a predefined fraction of the evidence Tw. The first B distributions are 
considered as background distribution while the remaining K-B distributions are 
considered as foreground distribution. 
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Every input pixel value of current frame, Xt, is checked against the existing K Gaussian 
distributions until a match is found. To simplify computation, a match is defined as a 
pixel value within 2.5 standard deviation of a distribution instead of calculating the time-
consuming Eq. 1. A deviation of a Gaussian is defined as the Mahalanobis distance rt. 
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If a match is found and the matched distribution m is within the first B distributions, the 
incoming pixel can be considered as a background pixel, otherwise foreground. And we 
must update the matched distribution parameters using the following equations. 
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Where α is the learning coefficient, relatively low value for fire case, Diag() is an 
operator which makes a matrix diagonal by setting non-diagonal elements to 0 while 
keeping diagonal elements unchanged. 

If no match is found, the least probable distribution is replaced by a Gaussian with the 
incoming value as its mean value, an initially high variance and low weight. 

RECOGNITION OF FIRE EVENT 

Possible fire pixels extracted in the previous section must be further checked to determine 
if there is a fire. A fire often has smoke and flame. Smoke pixels have low color 
saturation. Color of flame pixels often changes from red to yellow. When flame 
temperature is extremely high and materials have fewer impurities, blue color may be 
produced. When pixel value is within the range from red to yellow and blue color with 
low saturation and high intensity, the pixel may be considered as a fire pixel. These color 
features can discard a lot of no fire pixels. The shape of fire region varies from time to 
time. Temporal variance of shapes is adopted to exclude rigid objects that share the same 
color with fire. Therefore, possible fire pixels are checked in the following two stages. 

COLOR FEATURES 

If pixel values are within the fire color range, the pixel passes color testing. What we 
really care about is how to exactly determine the color parameters in the chroma circle 
(Fig. 2). We can also obtain accurate parameters by automatically learning from a large 
amount of video data captured from all kinds of natural fires, practical thermal disaster 
and experimental fires. In our algorithm, as shown in Fig. 2, we manually specified the 
color ranges of flame for simplicity. With our research going on, we will try to generate 
more general, complicated and accurate parameters for color features of fire, for example, 
establishing color database or look up table by statistical training and even building 
texture feature databases. 
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Fig. 2. Color range of fire pixels in the chroma circle. 

Temporal Features 

Pixels, which just passed the color testing, cannot be directly regarded as a fire pixel due 
to many things sharing the same color with fire. To further reduce false alarm, temporal 
features must be adopted for further identification. An important temporal characteristic 
is the fluctuation of shape. To measure this feature, we pay more attention to area and 
shape of fire region. Only early warning of fire is significant for fire suppression. When 
the area of fire region is larger than some threshold and then tends to expand, there are 
possible fire events occurring. Fire shape changes frequently over time, while shapes of 
sun, flashlight and other artificial light often change slowly. 

The area can be calculated by counting the total number of pixels. So the area and growth 
rate of fire pixels can be expressed as 
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where Mask(x,y,t) is a boolean function where it returns 1 if the corresponding location is 
a fire pixel, 0 if not; N is the number of frames to average growth rate in order to filter 
high frequency noises. 

The shape feature is measured by the distance between the edge points and gravity center 
of the shape, as shown in Fig. 3. In fact, it is another description of edge points (r, θ) in 
the polar coordinates system. For our test, we divide the edge into 8 points at the even 
angle interval (45 degrees). To improve the accuracy, a small angle interval may be used. 
The temporal fluctuation are defined as 
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Fig. 3. Polar coordinates features of shape. 

Now, let’s summarize the complete fire detection approach: 

(1) Adaptively extract foreground pixels using mixture Gaussian model 

(2) Recognition of fire pixels 

(a) Foreground pixels are testing by color values 

(b) Testing by some temporal features.  

EXPERIMENTAL RESULTS 

We have implemented our method using Visual C++ and performed several experiments. 
First, we test our approach on a cotton rope fire video. The fire consumed sixty pieces of 
ropes. As shown in Fig. 4, the top row shows source frames captured by a color CCD 
camera and the bottom row illustrates corresponding possible fire or smoke pixels 
extracted by our approach where pure blue color value stands for non-foreground pixels. 
From Fig. 4, we can find that the algorithm can extract fire pixels and even smoke pixels 
efficiently, and a fire alarm was given during early stage of the fire. 

 

 
Fig. 4. Cotton cope fire. 

We also have done another experiment of coal gas fire in an ordinary daily kitchen, as 
shown in the left of Fig. 5. The top left shows frames of coal gas fire captured by a color 
CCD camera and the bottom left illustrates corresponding possible fire pixels of the coal 
gas fire extracted by our approach. Pure blue color value denotes background pixels. 
Mixture Gaussian model can extract blue flame very well from the complex background. 
The blue flame passed the color and temporal testing, and a fire alarm was given when 
the number of flame pixels reached to the pre-specified threshold. 
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Fig. 5. Fire of coal gas and traffic video.  

At last, we tested our method on a traffic video captured outdoors, as shown in the right 
of Fig. 5. The top right illustrates frames of traffic video captured by a color CCD camera 
and the bottom right gives corresponding non-fire pixels of moving vehicles segmented 
by our approach. The mixture Gaussian model exactly segments the foreground moving 
objects. But these moving objects failed to match the color testing. 

FUTURE WORK 

The work presented in this paper is only a primary phase of vision based fire detection. 
We will go on with the research by fully making use of computer vision, pattern 
recognition and fire science together. It is also possible to take advantage of texture 
features of smoke and flame for recognition. And two cameras may be used as binocular 
stereo for obtaining the position, size and expanding path of fires, which are very 
important for joint fire suppression. These directions are some choices of our future 
work. 

CONCLUSIONS 

Vision based fire detection has many advantages over conventional methods. In vision 
based fire detection approaches, it is required that the system must have enough 
robustness and be insensitive to environment. We mainly use mixture Gaussian model 
and frame difference techniques to extract a background image from video captured by 
color surveillance camera. Mixture Gauss model is able to partially eliminate 
disturbances of artificial lights, wind and moving objects. By subtracting the background 
image from the incoming frame, we can obtain the foreground objects that are possible 
fire pixels. Then, we use color, fluctuation, growth rate, and so on, to reduce false fire 
alarm. Experiments show that our algorithm is robust and insensitive to environment. 
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